
Review

C2 binding energy in C60

C. Lifshitz

Department of Physical Chemistry and The Farkas Center for Light Induced Processes, The Hebrew University of Jerusalem,
Jerusalem 91904, Israel

Received 20 December 1999; accepted 27 January 2000

Abstract

This article reviews, on the basis of mass spectrometric experiments, the current status concerning the C2 binding energy
or evaporation energy in C60, D(C58–C2) 5 DEvap(C60). Kinetic energy release distributions, time-resolved metastable
fractions, breakdown curves, and thermionic emission rates all point toDEvap(C60

1 ) $ 9.5 eV andDEvap(C60) $ 10 eV. These
results are in agreement with high-levelab initio density functional theory calculations and with expectations from the known
heats of formation of C60, C70, and C2. The C2 evaporation is characterized by a very loose transition state with a
pre-exponential factor close to the calculated upper limit. (Int J Mass Spectrom 198 (2000) 1–14) © 2000 Elsevier Science B.V.

Keywords:C60; Fullerenes; Binding energy; Evaporation energy; Appearance energies; Kinetic shifts; Kinetic energy release distributions;
Metastable fractions; Breakdown curves; Transition state; Activation entropy; Gspann parameter; DFT calculations; Thermionic emission;
Radiative decay; RRKM; Finite heat bath theory

1. Introduction

The value of the C2 binding energy in C60, i.e. the
dissociation energy,D(C58–C2) [1], of

C603 C58 1 C2 (1)

has been very difficult to determine until recently. It is
conceivable that a nearly final answer has been reached
in the years 1997–1999 through several experimental
results [2–4], which converged on a high level density
functional theory (DFT) computational result [5]. The
reasons for the difficulty in determining the dissociation

energy experimentally will be reviewed, as will be the
methods used to circumvent these difficulties. The value
currently acceptable on the basis of these more recent
determinations [2–5] isD(C58–C2) $ 10 eV. This result
is consistent with expectations [6,7], based on the
heats of formation of C60 (g), C70 (g), and C2 (g),
which are all quite accurately known. Kappes and
co-workers [7] have calculated a very useful value—
the average C2 loss enthalpy for

C703 C60 1 5C2 (2)

The average value obtained [7], 8.1 eV, forms a lower
bound on the C2 binding energy of C60, D(C58–C2),
since C62 as well as the other fullerenes bridging theE-mail: chavalu@vms.huji.ac.il
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gap between C60 and C70 are considerably less stable
than C60.

The major remaining discrepancies are between
the high value ofD(C58–C2) $ 10 eV and the very
low dissociation energies (#5.1 eV) deduced from
thermal experiments carried out at high temperatures
[8,9].

2. Theory

Theoretical studies of reaction (1) were carried out
by using semiempirical modified neglect of diatomic
differential overlap [10], the local spin density ap-
proximation with a plane-wave basis [11], Hartree-
Fock (HF) [12], gradient-corrected exchange-correla-
tion density functionals like BLYP with HF densities
[12], and tight-binding methods [13,14]. These all
yielded dissociation energies around 11–12 eV or
higher, whereas most experimental studies gave con-
siderably lower values. The title of the recent theo-
retical study by Boese and Scuseria [5] is: “C2

fragmentation energy of C60 revisited: theory dis-
agrees with most experiments.” This most recent
theoretical study involved DFT, but was not subject to
limitations, as the earlier study [12] was, in the
computational programs used to obtain fully opti-
mized geometries and self-consistent Kohn-Sham cal-
culations with different functionals. Both gradient
corrected and hybrid functionals were used with fully
optimized geometries. Furthermore, the first second-
order perturbation theory (MP2) calculation was per-
formed on this problem with a polarized Gaussian
basis set (6-31G*). Thus, the calculations at the DFT
and MP2 levels of theory considerably improved upon
all previous theoretical calculations carried out on this
problem. Nevertheless, the results obtained [5] sup-
port an electronic fragmentation energy,De, around
10–11 eV in agreement with some of the earlier
theoretical results, but in excess of most experimental
results available at the time, which placed the disso-
ciation energy,D0, (including zero point energy)
around 7–8 eV.

The difference between the C2 dissociation (evap-
oration) energy of the C60

1 cation by means of

C60
1 3 C58

1 1 C2 (3)

and that of neutral C60 is 0.54 eV,

D~C58
1 –C2! 5 D~C58–C2) 2 0.54 eV (4)

because the ionization energy of C60 is 0.54 eV higher
than that of C58 [15,16]. Fig. 1 is a compilation of
published evaporation energies of C60

1 reproduced
from [4]. It is clear that until 1997 most experiments
gave results, namelyD(C58

1 –C2) # 7 eV, which were
considerably lower than the theoretical results. The
dissociation energy of C60 (and of C60

1 ) may be one
example showing the success of ab initio theory since
it has been theory which insisted all along, in a
consistent manner, that the binding energy was in
excess of 10 eV.

3. Experiment

3.1. Introduction

We will concentrate here mainly on binding energy
values derived through measurements on ionic sys-
tems. These include the following methods: (1) ap-
pearance energies (AEs); (2) kinetic energy release
distributions (KERDs); (3) metastable fractions

Fig. 1. Compilation of published dissociation energies for evapo-
ration of C2 from C60

1 (adapted from [4]).
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(MFs); (4) electron impact induced fragmentation and
breakdown curves; (5) the study of the competition
between dissociation and thermionic emission. What
are the experimental difficulties in determining the
C60 dissociation energy using these methods? Some
of the difficulties apply to most or all of the methods
used and others are specific to certain methods and
will be discussed in greater detail below. C60 is a
molecule having 174 vibrational degrees of freedom
in addition to having a very strong C2 binding energy.
As a result, the molecule is very “resilient” toward
decomposition [17,18]. Furthermore, C60 is unique
since when internally “hot” it undergoes cooling by
emission in the visible—blackbody like radiative
decay. This radiative energy loss is important under
conditions similar to the ones that prevail in typical
mass spectrometric devices [19,20]. The radiative
cooling partially suppresses dissociation or “evapora-
tive cooling” [21]. All of this causes the dissociation
of C60

1 to require large excess energies, a point that
will be discussed in greater detail below.

Threshold photoelectron–photoion coincidence
(TPEPICO) spectroscopy is one of the most precise
methods for determining the heats of formation of
ions [22]. The detection of internal energy selected
ions means that the appearance energies for the
formation of products upon the dissociative ionization
of a neutral molecule can be determined accurately.
Gaseous C60 could in principle be studied by
TPEPICO by using synchrotron radiation as the light
source, however, experiments applying this method
failed to deliver a significant signal since no threshold
electrons were observed for C60 photoionization [23].
There are thus no direct determinations of the absolute
rate energy dependence, i.e. the dependence of the
microcanonical rate constant,k(E), for reaction (3) on
energy has not been directly measured. By the same
token, direct measurements of breakdown curves for
the C60

1 reaction system are not available either. Many
of the indirect measurements require elaborate mod-
eling that requires knowledge concerning the degree
of tightness or looseness of the transition state for
reaction (3). This has shown up in Rice-Ramsperger-
Kassel-Marcus (RRKM) calculations ofk(E) as well
as in the use of the so-called Gspann parameterg [24]

when the finite heat bath theory (FHBT) is used to
model experimental data for carbon clusters and
fullerenes [16,25]. There are obvious energy–entropy
tradeoffs and a method which circumvents the necessity
of knowing the activation entropyDS#, the Gspann
parameterg, or the pre-exponential A factor in the
Arrhenius equation for reaction (3), is preferable for the
determination of the activation (or binding) energy.

3.2. Appearance energies

Mass spectrometry has been instrumental in ob-
taining thermochemical data—bond energies and
heats of formation—not only for ionic systems but
also for neutrals. A wealth of information [26] is
based on measurements of ionization energies (IEs)
and AEs. For example, in the case of a simple bond
cleavage reaction for a relatively small molecule M,
giving an ionic fragment F1 and a neutral fragment N,
the ionic and neutral bond energies are, respectively,
given by

D~F1–N) 5 AE(F1) 2 IE(M) (5)

D~F–N) 5 AE(F1) 2 IE(F) (6)

Equations (5) and (6) cannot be applied to C60,
although erroneous attempts to do so have been
carried out [27]. This point was elaborated upon
before [28]. C60 demonstrates large conventional [29]
and intrinsic [30] kinetic shifts. As a result, the
appearance energy for C58

1 cannot be calculated by
adding the ionization energy of C60 to the activation
energy for the C2 loss reaction. Elaborate kinetic
modeling of the experimental data is required to
deduce the activation energy from the appearance
energy.

The first measurement of an appearance energy
was by vacuum ultraviolet (VUV) photoionization
[31]. A single point at the 304 Å NeII line, which
corresponds to 40.8 eV, was measured and gave a
C58

1 /C60
1 ratio of 0.076 0.04. No fragmentation was

observed at 26.95 eV. The experimental temperature
employed was 900 K. The results were modeled by
two alternative transition states, either by removing a
1722 or a 263 cm21 frequency from the reactant
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frequencies and usings 5 30 as the reaction degen-
eracy. These models were employed in RRKM cal-
culations and led to a minimum dissociation energy of
6.0–6.5 eV and a kinetic shift in the neighborhood of
30 eV [31]. Other groups employed these models in
further studies and it was instructive to calculate the
corresponding activation entropies, pre-exponential
ArrheniusA factors, and Gspanng parameters [18].
The activation entropies for the two photoionization
models of [31] areDS# 5 20.8 and 23.1 e.u.,
respectively, i.e. these are relatively tight transition
states. The Arrhenius equation gives for the canonical
rate constant:

k~Tb! 5 A exp~ 2 DEvap/kBTb! (7)

whereTb is an equivalent isokinetic bath temperature
and kB is Boltzmann’s constant. The isokinetic bath
temperature is defined in FHBT as the temperature to
which a heat bath should be set so that the canonical
rate constant,k(Tb), is equal to the microcanonical
rate constant,k(E), sampled in the experiment. By
using Eq. (7) withTb ' 2600 K; byusing the relation

A 5 se~kBTb/h! exp~DS#/kB! (8)

whereh is Planck’s constant, and the definition of the
Gspann parameter

ln A 2 ln k~Tb! 5 g (9)

with the number of equivalent ways of choosing the
reaction coordinate beings 5 30 andDS# 5 20.8
or 23.1 eu yieldedg 5 23.56 0.5 [18] andA 5
1.6 3 1015 s21. These numbers should be contrasted
with some of the most recent values [3]:DS# 5 18.8
e.u.,g 5 33 andA 5 2.1 3 1019 s21.

The appearance energy of C58
1 from C60 has been

remeasured over the years by using mainly electron
impact ionization. Strong temperature effects on AEs
from C60 have been predicted [18] and observed [32].
The results are consistently high–in excess of 40 eV
for temperatures lower than;1000 K. Selected val-
ues are: 43.76 1.5 eV [33–35] at 890 K (average
thermal energy 6.2 eV), and 47.2 eV [36] at 620 K
(average thermal energy 3.2 eV). An exception is the
AE determined by Baba et al. [27] which is consid-

erably lower, because the ionizing electron currents
employed were much too high and led to second
order, i.e. consecutive ionization and excitation, pro-
cesses [28]. The AEs are time dependent [33]. This
has been demonstrated by ion trapping [36]; at a
temperature of 620 K the AE decreases from 47.2 eV
at zero trapping time to a lower limit of 45.1 eV which
is already reached at 150ms and stays independent of
further time extension. The self-consistent determina-
tion of fullerene binding energies from appearance
energies [37] will be discussed in greater detail as it
involves modeling of breakdown curves. Suffice it to
say that FHBT models with very different transition
states for reaction (3), having Gspann parametersg 5
25.6, 27.74, and 34.20 (i.e. pre-exponentialA factors
of ;1.3 3 1016, 1.1 3 1017, and 7.13 1019 s21)
could fit the results nearly equally well, leading to C2

binding energies of 7.06, 7.60, and 9.20 eV, respec-
tively. Furthermore, a totally different modeling pro-
cedure of the thermal energy dependence of electron
impact fragmentation [32] led to a binding energy of
4.0 eV together with a very low pre-exponential factor
A 5 2.5 3 1013 s21. What transpires is that differ-
ent experiments give similar experimental results for
the AEs, however the resultant C2 binding energies
are different since transition structures with different
degrees of looseness were employed in the modeling.

3.3. Kinetic energy release distributions

Unimolecular reactions that possess no reverse
activation energies, lead to KERDs which are Boltz-
mann-like and can be modeled by statistical theories
such as phase space theory (PST) or by thermal
kinetics in small systems, i.e. by the FHBT of Klots
[25,38]. Bowers and co-workers [39] were the first to
be modeled by the PST, the KERD obtained by
tandem mass spectrometry for reaction (3), in order to
deduceD(C58

1 –C2). The average kinetic energy re-
lease was determined to be^e& 5 0.4 6 0.1 eV. The
average internal energy in the metastable parent ion
was calculated to be 396 2 eV and a binding energy
of D(C58

1 –C2) 5 4.6 6 0.5 eV was obtained through
the modeling of the KERD. Many experimental de-
terminations of the KERD and of̂e& followed. Al-
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though some later determinations were carried out at
somewhat better energy resolutions, the experimental
results were basically the same, within experimental
errors. On the other hand, the binding energy deduced
from these results increased considerably with the
year of measurement (see Table 1) because of the way
these results were analyzed.

The analysis of the experimental KERDs may be
performed by using two different approaches devel-
oped by Klots, namely, a model free approach [41,47]
and a more generalized model, which treats the
unimolecular decomposition in spherically symmetric
potentials (SSPs) which are realistic and tractable
[45,48]. We found that the more realistic the potential
is, the closer is the binding energy deduced from it to
the value deduced from the model free approach [45].
In the model free approach the KERD is written in the
following form:

p~e! 5 e l exp~ 2 e/kBT‡! ~0 , l , 1! (10)

wheree is the kinetic energy release,l is a parameter
which ranges from zero to unity, andT‡ is the
transition state temperature defined by the average
kinetic energy on passing through the transition state.
The values ofl and T‡ are obtained by fitting the
experimental KERD with Eq. (10). The value ofl ,
which was found to give the best fit for all the
KERDs, isl > 0.5. This corresponds to the expected

value for the most statistical situation, since the
translational density of states is proportional toe0.5

[49]. The isokinetic bath temperature is given by
[25,41]

Tb 5 T‡ exp~g/C! 2 1

g/C
(11)

whereC is the heat capacity in units ofkB minus 1.
Finally, combining Eqs. (7) and (9), one gets the
so-called Trouton relation between the isokinetic bath
temperature and the binding energy:

DEvap5 gkBTb (12)

A typical experimental KERD and the ones calculated
by using the model free approach and the SSP model
are shown in Fig. 2. There is good agreement between
the experimental KERD and the models. Both models
nearly overlap so that it is hard to distinguish between
them [45].

Inspection of Table 1 demonstrates that the major
change in recent modeling of the data lies in the value
of g employed. This has changed from 23.5—the
recommended value for clusters [24]—to a value
between 33 and 37.6, found to be appropriate for
reaction (3), to be discussed in greater detail below. In
other words, as in the case of the appearance energies

Table 1
Experimental results for the average KER of reaction (3),^e& eV and for the binding energyDEvap { 5 D(C58

1 2 C2)}, eV deduced from
KERDs

^e& T#(K) g DEvap Source

0.46 0.1 . . . . . . 4.66 0.5 Bowers, 1990 [39]
0.436 0.05 . . . 23.5 4.66 0.5 Lifshitz, 1991 [40]
0.395 2727 23.5 5.9 Klots, 1991 [41]
0.362 2390 23.5 5.23 Lifshitz, 1992 [15]
0.36 2797 23.5 6.07 Lifshitz, 1993 [25]
0.446 0.01 3227 23.56 1.5 7.16 0.5 Lifshitz, 1995–1998

[42–44]
. . . 3300 23.5 7.26 0.2 Lifshitz, 1999 [45]
. . . 3300 33 10.3 Lifshitz, 1999 [45]
0.40;0.41 2940 33 9.2 Ma¨rk, Lifshitz, 1999

[4,46]
0.40;0.41 2940 37.6 10.6 Ma¨rk, Lifshitz 1999

[4,46]
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discussed above, the KERDs do not give a unique
answer for the binding energy if the degree of loose-
ness expressed in the size of the Gspann parameter is
equivocal.

3.4. Metastable fractions

The MF or metastable decay probability, is given
by the ratio of daughter to total ions (daughter plus
parent), i.e.D/(D 1 P), of metastable ions dissoci-
ating in field free regions of a mass spectrometer.
Metastable decompositions of fullerene cations were
studied first by Bowers and co-workers [50] on a
double-focusing sector instrument. The data were
analyzed by Klots [41] and the relative binding
energies of fullerenes were extracted. MFs were
re-measured on sector [51] as well as on time-of-flight
[52] instruments and the results were modeled by
using RRKM/quasi-equilibrium theory (QET) [53].
Time-resolved MFs for times up to 20ms were
measured by Hansen and Campbell [21]. The rates of
the metastable fragmentation were found to be much
smaller than those predicted. This observation was
explained, as noted in Sec. 3.1, by the existence of an

alternative cooling mechanism namely photon emis-
sion [21].

The MF is given according to the FHBT and the
evaporative ensemble model (EEM) due to Klots
[25,38,54,55] by

D/~D 1 P!

5 ~C/g2! ln $t2/@t1 1 ~t2 2 t1! exp~ 2 g2/C!#%

(13)

where t1 and t2 are the times corresponding to the
beginning and end of a metastable time window,
respectively. According to the EEM expression (13),
the MF is nearly linearly dependent on ln(t2/t1). The
EEM allows cooling only by evaporation but not by
radiative decay. Time-resolved measurements of MFs
were extended up to 100ms by using an ion trap/
reflectron mass spectrometer [56]. The plot of the MF
due to C2 elimination from C58

1 versus ln(t2/t1) was
found to be nonlinear and to approach MF5 0
asymptotically as ln(t2/t1) approaches zero contrary
to the predictions (Fig. 3). It was demonstrated [56]
that these experimental results could only be modeled
by taking radiative decay

Fig. 2. Center-of-mass kinetic energy release distributions for the
reaction C60

1 3 C58
1 1 C2; solid line: the experimental KERD,

dashed line: the KERD obtained using the model free approach,
dot-dash line: the KERD obtained from the SSP model (adapted
from [45]).

Fig. 3. Metastable decay probability of C58
1 as a function of

ln(t2/t1). closed square: experimental results; solid line: model that
takes into account radiative cooling; dotted line: model obtained
without radiative decay. The activation parameters used in the
modeling for reaction (3) areDEvap(C60

1 ) 5 9.5 eV andDS# 5
18.8 e.u.
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C*60
13 C60

1 1 hn (3a)

in addition to dissociative C2-evaporative decay, re-
action (3) into account. The original description of the
dissociative decay of C60

1 and C58
1 assumed the acti-

vation entropy to be the same and to have a value
DS# 5 20.2 e.u., which corresponds to a rather tight
transition state. This study was extended to include
time-resolved MFs of C48

1 , C50
1 , C52

1 , C54
1 , C56

1 , and C58
1

that were measured on an ion trap/reflectron and
modeled by using both microcanonical dissociative
and radiative decay rate constants [3]. These ions
satisfy the evaporative-ensemble requirement, i.e.
they are formed as a result of C2 evaporation from the
corresponding precursor ions. The width of the cor-
responding ensemble is directly related to the C2

binding energy. In contrast, C60
1 is formed by direct

ionization from the fullerene sample without under-
going a prior evaporation. As a result, the energy
distribution of C60

1 ions is very wide due to the large
kinetic shift. Consequently, the MF for C60

1 is very
low and its modeling requires the knowledge of the
energy deposition function upon ionization, which is
unknown. Since C58

1 is formed from C60
1 in the ion

source, the ion source distribution of C58
1 used in the

modeling, as described in [56], depends on the C2

binding energy assumed for C60
1 . Therefore, although

the MF of C60
1 itself has not been modeled, the kinetic

parameters for the C60
1 fragmentation were obtained

from modeling of the metastable fraction of C58
1 .

Time-resolved MFs of the ions C48
1 –C58

1 were mod-
eled in an internally consistent fashion. The modeling
involved numerical integration of kinetic equations.
The calculation of radiative rates followed Chupka
and Klots [57] and was based on the fact that emission
is related via detailed balance to absorption. The
oscillator strengths for electronic transitions in C60

have been determined by a variety of methods. Those
for C60

1 were estimated from the ones for C60. The
microcanonicalk(E) dissociative decay rate constants
were calculated by RRKM. Experimental and calcu-
lated metastable decay probabilities [3] are plotted as
a function of ln(t2/t1) in Fig. 4. The agreement
between experimental [3,21] and calculated results [3]
is observed to be quite good. The concomitant fitting

procedure for the evaporative ensemble including C48
1 ,

C50
1 , C52

1 , C54
1 , C56

1 , and C58
1 required the use of highly

loose transition states with an activation entropy as
high asDS# 5 19 e.u. as well as a C2 binding energy
of 9.5 eV for C60

1 . Eq. (4) leads to a value in slight
excess of 10 eV, for the binding energy of neutral C60.
The C2 binding energies for Cn

1(n 5 48–58) were
found to be lower than that of C60

1 as expected and the
results are summarized in Fig. 5. In conclusion, C60

1 is
observed to sit on the leading edge of a magic shell, as
originally suggested by Klots [41], but the binding
energies of the shell members are much higher than
originally deduced. The experimental and computa-
tional study of time-resolved MFs for the members of
the Cn

1(n 5 48–58) evaporative ensemble allowed
this nearly unique determination of the activation
parameters of reaction (3)—activation energy (i.e.
binding energy) and activation entropy—to be
achieved [3].

Is the determination of activation parameters for
reaction (3) obtained from time-resolved MFs indeed
unique? The radiative decay constants for the ionic
species were estimated from the neutral ones [3] since
information on their electronic spectroscopy is lack-
ing. Efforts are in progress to develop models [58]
that circumvent the necessity for detailed information
on oscillator strengths. If these prove to be useful the
present radiative decay curves could be checked and
improved. Berkowitz has criticized our procedure in
the following way [59]: “The narrative has been put
into reverse. Instead of experiment and QET with an
assumed transition state to infer a thermochemical
dissociation energy, a predetermined dissociation en-
ergy has been used to infer a transition state.” As
stated in our original article [3] a sincere effort was
made not to pre-assume either the dissociation energy
or the activation entropy, but by modeling as com-
plete a set of experimental data as possible, to obtain
a unique answer for both. This was achieved by fitting
by the same model not only the time-resolved MFs
discussed in this section but also the breakdown
curves to be discussed in Sec. 3.5. The loose transition
state found for reaction (3) will be discussed in greater
detail in Sec. 3.6.
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3.5. Breakdown curves

The breakdown curve (BDC) of an ion gives its
fractional abundance or probability of formation as a
function of energy—either internal energy of the
parent ion or energy transferred upon collision or
ionization. Märk and co-workers determined break-
down curves for C60

1 , and fragment ions formed by
consecutive C2 eliminations from C60

1 , from second
derivatives of electron impact ionization efficiency
curves [33,37]. It has been demonstrated [37] that
modeling the BDCs on their own can lead to different
sets of DS# and DEvap. FHBT models with very
different transition states for reaction (3), having
Gspann parametersg 5 25.6, 27.74, and 34.20, (i.e.
pre-exponential A factors of;1.3 3 1016, 1.1 3
1017, and 7.13 1019 s21) could fit the results nearly
equally well, leading to C2 binding energies of 7.06,
7.60, and 9.20 eV, respectively. The original preferred

set ofDS# 5 20.8 e.u. andDEvap 5 7.06 eV chosen
to fit the BDCs [37], called TS-1, could not fit the
MFs since TS-1 was much too tight. A much looser
transition state, for reaction (3) and its analogues for
the lower fullerene ions, had to be modeled for the
MFs with DS# in the range of 14–19 e.u. A major
conclusion from the fitting procedure of the MFs
discussed before was that radiative decay is compet-
ing with dissociative decay even on a short time scale
of microseconds. Radiative decay has not been in-
cluded in the original calculations of the BDCs
[33,37]; it was however included in their more recent
modeling [3]. It turned out that MF modeling was
very sensitive to the inclusion of the radiative decay
contribution, while the BDCs were not as sensitive to
radiative decay.

Fig. 6 represents the calculated and the experimen-
tal BDCs [3]. How reliable are the experimental
breakdown curves that are obtained from second

Fig. 4. Metastable decay probabilities as a function of ln(t2/t1). Open square: experimental results by Laskin and Lifshitz (published in part
in [3]); filled square: experimental results by Hansen and Campbell (published in part in [21]); solid line: calculated.
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derivatives of electron ionization efficiency curves?
Due to nonideality of the ionization efficiency curves
the second derivatives become negative at high ener-
gies. This leads to the abrupt zero-abundance high-
energy cutoffs of the experimental BDCs (Fig. 6)
which are absent in the calculated curves but should
have no marked effect on the positions of the maxima of
the experimental curves. The model is observed to
reproduce the peak positions of the breakdown curves of
the various ions. No effort was made to reproduce the
lowering of the relative abundances of the experimental
curves with decreasing size of the fullerene ion. This
effect is known to be due to a declining energy deposi-
tion function [37]. Best agreement with both the MF data
as well as the BDC data was obtained with a C2 binding
energy of 9.5 eV for C60

1 and aDS# 5 18.8 e.u. Fors 5
30 andTb 5 1000 K this activation entropy corresponds
to a pre-exponential A factor ofA 5 2.1 3 1019 s21

and if the most probable rate constant iskmp 5 1 3 105

s21, then the corresponding Gspann parameter isg 5
33 [3].

A set of calculated rate/energy,k(E) dependencies for
the dissociative and radiative rate constants, for reactions
(3) and (3a), respectively, [60], are presented in Fig. 7.

3.6. Choice of transition states (a theoretical
interlude)

This section is devoted to the question of choice of
transition states. What transpires from the discussion
so far is that with the increasing values deduced over
the years forDEvap by the various experimental
methods, there has been a concomitant increase in the
degree of looseness of the transition state of reaction
(3). In some of the experimental studies there has
been a genuine effort to determine the activation
parameters—activation energy and activation entro-
py—uniquely. Yet there has been a definite energy–
entropy tradeoff. The activation entropy has gone up
over the years as have the Gspann parameterg and the
Arrhenius pre-exponentialA factor for the C2 elimi-
nation from C60

1 . There is also the criticism viewed by
Berkowitz [59] quoted in Sec. 3.4, that a predeter-
mined dissociation energy has been used to infer a

Fig. 5. C2 binding energies in ionic fullerenes Cn
1 as a function of

sizen. The results are based solely on the analysis of time-resolved
MFs. Those for C48

1 and C50
1 are lower than the ones quoted in Fig.

4 of [3] on the basis of BDCs and do not reproduce the expected
“magic” character ofn 5 50.

Fig. 6. Calculated (top) and experimental (bottom) breakdown
curves for C58

1 , C56
1 , . . . , C48

1 fragment ions of C60 (adapted from
[3]).
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transition state. It makes sense therefore to explore the
validity of this transition state.

Can the looseness of the transition state be probed
without involvement of the activation energy? This
has been attempted through the measurement of the
time dependence of the C60

1 parent ion signal,P(t) 5
1 2 MF, in two field free regions of a double focusing
instrument and the use of Eq. (13) to deriveg [4,60].
The value ofg is time dependent [60,61] as is obvious
from its definition by Eq. (9) and it is therefore
instrument dependent.g 5 37.6 was obtained for the
CH5 mass spectrometer as an average over six data
sets, with a root mean square standard deviation of 2.5
(see footnote 6 of [4]). Radiative decay has not been
taken into account so thatg 5 37.6 is an upper limit.
If the most probable rate constant iskmp(Tb) 5 1 3
105 s21, Eq. (9) gives for the Arrhenius prefactor the
value A 5 2 3 1021 s21. This corresponds to an

extremely loose transition state and needs to be
explored further. A literature search has not disclosed
any unimolecular reaction previously known to have
such a high pre-exponential A factor (see e.g. [62]).
On the other hand, none of the molecules previously
studied is as unique as C60.

The dissociation mechanism of C60 has been stud-
ied through ab initio quantum-chemical calculations
[63–65]. C2 elimination is a multiple step process.
The last step involves formation of a C58 isomer
containing a seven-membered ring (7-m.r.) to which a
C2 “stick” is loosely bound. The C2 molecule that
leaves the fullerene surface is due to a bond shared by
a hexagon and a pentagon (5–6 bond). These findings
can form the basis for a computation of the A factor
by statistical thermodynamics ([38], p. 204; [62], p.
152; [66], p. 115). A useful equation has been given
by Klots [67] for which we are using a minor
variation,

A 5 s~kBTb/h!@Qvib
f QrotQsurf/Qvib

i #

3 @~I1 1 I2!/~mb2 1 I1 1 I2# (14)

where:s is the reaction path degeneracy as before,
Qvib

f is the final vibrational partition function of the
C58/C2 pair,Qrot is the rotational partition function of
C2, Qsurf is the C58/C2 stick two-dimensional surface
partition function, Qvib

i is the initial vibrational parti-
tion function of C60, I1 and I2 are the moments of
inertia of C58 and C2, respectively, whereasmb2 is the
moment of inertia of the C58/C2 pair, wherem is the
reduced mass andb 5 3.8 Å is the impact parameter.

The ArrheniusA factor is temperature dependent
and calculations have been carried out for a temper-
ature such thatkBTb 5 0.2 eV. The reaction path
degeneracy iss 5 60 because there are 12 pentagons
in C60 with five edges each (this contradicts the use
until recently ofs 5 30). The next factor in Eq. (14)
is kBTb/h 5 4.83593 1013 s21. For C603 C58 1
C2 five vibrational frequencies of;1000 cm21 are
lost each with Qvib 5 1/{1 2 exp(2hn/kBTb)} 5
2.1645. This leads toQvib

f /Qvib
I 5 (1/ 2.1645)5 5

1/47.5. C2 is a two-dimensional rotor with a moment
of inertia I2 5 1.53 3 10239 g cm2 and rotational
partition function Qrot 5 (8p2kBTb/sC2h

2)I2 5

Fig. 7. Microcanonical rate constant,k(E), in s21, as a function of
energy, E, in eV, for dissociative decay (dot-dashed line) and
radiative decay (dashed line) of C60

1 . Dissociation involves elimi-
nation of C2, reaction (3). The activation parameters employed in
this calculation for reaction (3) are:A 5 5 3 1019 s21 (at kBTb 5
0.2 eV) andDEvap 5 10.3 eV [61]. TheA factor corresponds with
DS# 5 18.8e.u. ands 5 30. The evaporation energy is the value
obtained from analysis of the KERDs withg 5 33 ([45] and Table
1). The radiative decay rate can be cast in the form: logk(E) 5
0.082E 1 1.045.
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441; this rotational partition function has been calcu-
lated before [68]. The surface rotational partition
function is Qsurf 5 (8p2kBTb/h2)mb2 5 32081.
The final term in brackets on the right-hand side of
Eq. (14) is a small correction term equaling 0.934. As
a result, A 5 60 3 4.83593 1013 3 441 3
320813 (1/47.5)3 0.9345 8 3 1020 s21. The
valueA 5 8 3 1020 s21 is considered to be an upper
limit. It is somewhat lower than the value 2.13 1021

s21 calculated above forg 5 37.6. The activation
entropy deduced from time resolved MFs [3]DS# 5
18.8 e.u., combined withs 5 60 andkBTb 5 0.2
eV, gives A 5 1.0 3 1020 s21. It is thus entirely
plausible for reaction (3) to have an activation entropy
of ;19 e.u., a Gspann parameterg 5 33–37.6 for the
time range of several microseconds and an Arrhenius
pre-exponentialA factor at kBTb 5 0.2 eV, in the
range 1020 # A # 1021 s21.

3.7. Competition between dissociation and
thermionic emission

Thermionic emission occurs in those materials
(e.g. tungsten) in which the heat of evaporation is
higher than the work function. This holds also for
clusters and fullerenes such as C60 in the neutral state,
for which the ionization energy is lower than the C2

binding energy. Thermionic emission manifests itself
through delayed electron emission from excited gas-
phase C60. Dissociation and ionization of C60,

C603 C58 1 C2 (1)

3 C60
1 1 e2 (1a)

respectively, are two competitive processes. Radiative
decay,

3 C60 1 hn (1b)

is also possible for internally hot neutral C60. The
efficiency of thermionic emission has been deter-
mined experimentally [69] to reach 2.66 1.1%.

The rate of delayed (thermionic) ionization of
photoexcited C60 molecules was analyzed [2]. De-
layed electron emission from hot C60 follows a power
law in time t,

dI/dt , t2p (15)

indicating the presence of a continuum of rate con-
stants. This dependence is very reminiscent of results
used in early determinations of rate energy dependen-
cies for ionic dissociations [70]. The exponent deter-
mined experimentally for thermionic emission, from a
plot of log dI/dt versus logt (see Fig. 8), isp 5
0.64 6 0.10.Theoretical analysis [2] shows that the
exponentp is, approximately, equal to the ratio of the
ionization energy, IE(C60) 5 7.6 6 0.1 eV [71] and
the activation energy for C2 emission,DEvap,

p 5 IE/DEvap (16)

The C2 binding energy in neutral C60 was deduced
from this analysis to beDEvap 5 11.96 1.9 eV. The

Fig. 8. Delayed electron and delayed ion spectra from C60 recorded
following excitation by a frequency-tripled Nd:YAG laser at 355
nm over a range of source temperatures and laser fluences (adapted
from [2]).
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analysis did not necessitate any assumption concern-
ing the degree of looseness of the transition state. It
did assume however that radiative decay, reaction
(1b), can be neglected. The energy deposition func-
tion in the laser excitation of C60 has been assumed to
be flat [2], an assumption that has been criticized [72].
This criticism has been addressed [68]. A more recent
analysis by Klots [73] yields for the exponent of Eq.
(15),

p 5 ~IE/DEvap! 1 2/g (17)

This leads to an even higher value than 11.9 eV for
DEvap.

We found it very difficult to reproduce a thermi-
onic emission yield of 2.6% [69] by using a critical
energy of vaporization of 11.9 eV or higher, particu-
larly since the time scale for thermionic emission [2]
is microseconds and thek(E) curves for reactions (1)
and (1a) cross at much too high an energy and too
high a rate constant ifDEvap $ 11.9 eV. However, by
usingDEvap 5 10 eV, which is within the error limits
of the value deduced by Hansen and Echt [2], from
the analysis of Eq. (15), it is possible to reproduce the
thermionic emission yield. The rate energy dependen-
cies calculated for reactions Eqs. (1), (1a), and (1b)
are reproduced in Fig. 9. The values employed for the
pre-exponentialA factors and activation energies are:
A(1) 5 8 3 1020 s21, DEvap(1) 5 10 eV; A(1a) 5

2 3 1016 s21, IE(C60) 5 7.6 eV. The curves are seen
to cross at a very low rate constant. At the same
energy for which the dissociative rate constant isk(1)
> 3.8 3 106 s21, the rate constant for thermionic
emission isk(1a)> 1 3 105 s21 leading to a thermi-
onic emission yield of about 2.6%, in the range of
;10 ms, as required. Does radiative decay compete in
the case of neutral C60 with dissociation and thermi-
onic emission? With the current choice of the pre-
exponentialA factor for reaction (1) and the current
level of theory for the rate of radiative decay, the
latter is not an important factor on the microsecond
level for which the quantum yield of thermionic
emission has been determined (see Fig. 9). Further-
more, radiative decay cannot be responsible for the
negative slopep of log(dI/dt) versus logt being less

than 1 because the activation energy for reaction (1b)
is considerably lower than that of reaction (1a) and the
slope should be nearly equal to the ratios of the
activation energies of the two competing processes.
Only reaction (1) whose activation energy is higher
than that of reaction (1a) can be responsible for
p , 1.

4. Conclusion

We have reviewed in this article the current status
concerning the C2 binding energy in C60 as derived
from measurements on ionic systems. The measure-
ments include KERDs [4], metastable fractions (MFs)
[3], breakdown curves [3] and thermionic emission
rates [2]. The recent experiments agree with a value
DEvap $ 10 eV for neutral C60 andDEvap $ 9.5 eV
for C60

1 . This result is in agreement with high level ab
initio calculations [5]. The majority of experimental
methods employed give results forDEvap which
depend on the degree of looseness chosen for the

Fig. 9. Microcanonical rate constant,k(E) in s21, as a function of
energy,E in eV, for dissociative decay, thermionic emission and
radiative decay of neutral C60, reactions (1), (1a), and (1b),
respectively. The activation parameters employed for dissociation
and thermionic emission are:A(1) 5 8 3 1020 s21, DEvap(1) 5
10 eV; A(1a) 5 2 3 1016 s21, IE(C60) 5 7.6 eV. The radiative
decay rate can be cast in the form: logk(E) 5 0.082E 1 0.744.
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transition state of reaction (3), as expressed by its
activation entropy, itsg Gspann parameter and/or its
pre-exponentialA factor. Some genuine efforts were
made to determine the activation parameters—activa-
tion entropy and activation energy—uniquely [3]
and/or independently [4,60]. This has been particu-
larly successful with measurements of time-resolved
metastable fractions. The experimental determina-
tions made ofDS# and of g have indicated a highly
loose transition state. A statistical-thermodynamical
calculation of the pre-exponentialA factor that as-
sumes a C2 stick loosely bound to C58 reproduces the
experimental results and givesA # 8 3 1020 s21.
The picture of a C2 stick loosely bound to C58 as a last
intermediate in a multiple-step mechanism for reac-
tion (1) is in agreement with ab initio calculations
[63–65]. The analysis of the time dependence of
thermionic emission rates yields a value forDEvap

that is independent of any assumptions concerning the
transition state. However, the error limits are rather
large: DEvap 5 11.96 1.9 eV [2]. A value of
DEvap 5 10 eV for neutral C60 is in the range of these
error limits and in agreement with the results from
time-resolved MFs [3] as well as ab initio calculations
[5]. When combined with the pre-exponential factor
A 5 8 3 1020 s21 it can reproduce the experimen-
tally observed efficiency of thermionic emission [69].
However a higher value forDEvap and a lower value
for theA factor, which are more in line with some of
the experimental results, when combined with the
same activation parameters for thermionic emission,
do not reproduce the thermionic efficiency.
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